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In this paper a coding scheme for annotating speech acts in the context of multimodal design tasks is presented. The scheme is an extension of the dialogue act markup in several layers scheme (DAMSL). The proposed annotation scheme augments DAMSL in two different directions: Firstly, utterance constituting the basic level of structure that is accounted by DAMSL are grouped into contributions through which the conversational participants express and satisfy an intention in a cooperative fashion. The second extension is related to multimodal scenarios, where information other than spoken language, like deictic gestures or information conveyed through external representations, such as paper or graphical screen, needs to be accounted for. The extension proposed provides a methodology to capture deictic and graphical information common in design task oriented dialogues. The scheme is been developed in the context of DIME, a computer program, currently being developed, to support Spanish spoken human-computer conversations in which the system has the role of a design assistant in the kitchen design domain. The multimodal corpus used to design and validate the annotation scheme was collected through an experiment based on the Wizard of Oz metaphor. The experiment and the properties of the corpus are described in an appendix.

1 Introduction

One long-term goal of computational linguistics and artificial intelligence is the construction of natural language conversational systems with spoken input and output facilities. Although the goal to model human conversation with all its richness and flexibility is still far away to reach, current computational technology and hardware capabilities make feasible the construction of prototype systems capable to sustain a goal-oriented conversation in specific domains. Instances of this kind of systems are TRAINS and TRIPS [Allen et al, 97]. In these systems, human-users are able to engage in a natural language and graphics interactive session with the purpose of solving specific planning or designs problems. In the case of TRAINS, the system helps to schedule trains work orders, and in TRIPS the system is an assistant to evacuate an island in a situation of emergency. Following on the lines of these two systems and in order to test whether this kind of technology can be applied to different application domains and languages, we are currently developing the program DIME (Diálogos Inteligentes Multimodales en Español). In addition, we hope that through this project it will be possible to identify a research agenda for computational linguistic for Spanish.

There are several important considerations that have to be taken into account for the construction of conversational working prototypes. First, the application domain should be complex enough to merit the use of natural language but, at the same time, as simple as possible to be able to model it with current computational technology. Also, in order to handle natural language ambiguity and limit the very large amount of general knowledge that might be involved in even trivial human conversations, current conversational systems must be restricted in several dimensions. In particular, the application domain and potential goals to be satisfied through a conversation must be defined in advances and as precisely as possible. For the purpose of DIME, the domain is kitchen design. It is a simple task that most people can undertake without previous experience and yet the assistance of an expert can help to notice and enforce a number of design constraints to improve the functionality, look and value of kitchens. From this discussion it should be intuitive enough that a central concern for the design of conversational systems is to rely on empirical observations about both the nature of the task (e.g., beliefs and intentions of the conversational participants) and the kind of language employed through goal-oriented conversations in the application domain. In this paper we address these two issues in relation to the DIME project. First, in Section 2, we describe the DAMSL annotation scheme; in Section 3 we introduce an extension of the scheme to capture multimodal dialogues. Some conclusions and further work are discussed in Section 4. Finally, we include an appendix with the description of the data-collection experiments to create a multimodal corpus of the language employed in kitchen design in Spanish. This corpus will be useful to improve the language models for the speech recognition module of the program, to develop the Spanish grammar and to characterize the speech acts that occur in conversations in this domain.

2 A Dialog annotation scheme

The main purpose of the task analysis is to identify the intentions underlying the human-user expressions. Once the system is able to identify a specific intention it should be able to identify a specific problem to be solved or a goal to be achieved and to produce a response and actively engage in the conversational cycle. The task analysis, based on the study of the corpus, permits to identify the family of goals that are normally pursued in the design domain, and also the conversational strategies used by human-users to achieve such goals. To characterize this kind of information we employ the DAMSL annotation scheme [Allen & Core, 1997]. Here, we note that the basic unit in DAMSL is the utterance; however, expressing and satisfying intentions in the course of conversations can normally be achieved through a number of conversational turns. To capture this level of aggregation we propose to extend DAMSL with a more structured conversational unit which, following  [Clark & Schaefer, 89], we call contribution.

A second concern of this investigation is the multimodal character of the dialogs under study. Information in the kitchen design scenario is conveyed not only through natural language but also through graphics and demonstration gestures. Intuitively, this multimodal aspect of dialogs permits or facilitates communication; however, how is this achieved is not a simple question. Here, we explore the hypothesis that multimodal information facilitates the process of establishing reference. The interpretation of pronouns, descriptions or even a proper name are complex inference processes; however, if a non-linguistic context is available, reference can be established often by correlating linguistic terms with objects in the context directly. According to this, an important consideration for a multimodal annotation scheme is to record whether terms occurring in multimodal dialogues are understood in relation to a linguistic context, built out of discourse information, or they rather receive a direct interpretation from graphical or other kinds of context. In our view, information provided by non-linguistic modalities is placed in a look-up table that can be accessed directly for resolution purposes. We call this table the non-linguistic context or simply the graphical context. In the same way that exceptions can be considered before the application of inference rules in many knowledge domains, like in the interpretation of irregular verb forms, the context can be thought of as a cache memory in which information provided by perception or memory is readily available for interpretation. Resolution process would look into this table before general inference rules, say for the resolution of anaphors, are employed. The simplest process of this kind is ostensive demonstration. In addition, in order to implement this strategy it is assumed that the indexical resolution is a process of constraint satisfaction through which linguistic and contextual information can be related very efficiently [Pineda & Garza, 00]. Our extensions to the DAMSL annotation scheme are designed to capture these intuitions.

2.1 The DAMSL annotation scheme

The study of the structure of conversation depends on the views and objectives of research paradigms. One current view is focused in characterizing the structure of conversations in order to produce statistical models that help in recognizing speech acts [Alexandersson et al, 97; Carletta et al, 97]; another view seeks to specify the effects of speech acts so that planning like techniques can be used to determine the dialogue act used in a given situation [Allen & Perrault, 80; Cohen & Levesque, 90; Sadek et al, 94; Traum, 94]. As our main interest is the construction of conversational agents we adopt the latter of these views. A particular effort to identify a taxonomy of speech acts in a specific domain in this vein is DAMSL; it is an annotation scheme for task-oriented dialogs between two or more participants. A dialogue is conceptualized as a sequence of actions called turns. In a turn, a speaker has the control of the dialogue for a limited period of time. A turn can consist of one or more utterances, which depend or express the intentions of the conversational participants. Each utterance can have one or more annotations describing the different contributions of the utterance to the ongoing dialogue.

Traditional annotation schemes are commonly limited to model the intention underlying an utterance by means of one single label despite the fact that an utterance can cause different effects simultaneously. DAMSL addresses this problem by allowing to associate several labels to a single utterance. Each label indicates a particular aspect or dimension of the utterance. In DAMSL annotations are classified in four different dimensions as follows:

1. The communicative status: indicates if an utterance is intelligible and whether it was successfully completed. Annotations of this kind indicate also that an utterance is incomprehensible, an intention is abandoned or the speaker has engaged in reflexive talk (self-talk). 

2. The information level: indicates the semantic or propositional content of the utterance. There are four main tags for utterances in this category: task development (task), task organization (task management), communication process (communication-management), and other kinds of information (other-levels).

3. The forward looking function: indicates how the utterance influences the beliefs and intentions of conversational participants, as well as the forthcoming interventions. There are eight different kinds of statements of this sort: statement, influencing-addressee-future-action, info-request, committing-speaker-future-action, conventional, explicit-performative, exclamation, other-forwards-function.
4. The backward looking function: indicates how the utterance is related to previous utterances. An utterance can, for instance, answer, reject or correct a precedent act. There are four kinds in this level: agreement, understanding, answer and information-relation. Consider that one thing is to understand the intention of once interlocutor another to agree with her or him. The last kind indicates that the content of an act is related to the preceding one.
A speech act can have more that one label if it has an effect upon the dialogue in more than one dimension. For instance, there are utterances that have a backward looking function and a forward looking function (i.e. an answer that asserts new information). It is also possible to have more than one label within the same dimension.

To illustrate the scheme we present in Table 1 the annotations for a fragment of a dialogue in our corpus. Here the communicative status dimension is omitted as no perceptual problems occur in this example.

	
	Information level
	Forward 

looking function
	Backward 

Looking function
	Interventions
	Literal translation

	u:  utt11


	Task
	influence-on-listener = Action-directive
	
	Puedes poner este <sil> este estante lo puedes poner eh también en esta pared pero o se[a] más o menos a esta altura en la pared de este lado e-en la  pared del fondo
	Can you put this <sil> this shelf can you put it erm on this wall but I mean more or less at this high on the wall of this side on the back-wall.

	s:  utt12
	Task
	
	Understanding = Ack(utt11), 

Agreement = Accept?
	Ok


	Ok

	s: utt13
	Task
	info-request=yes,

influence-on-speaker = Offer
	
	¿Quieres que ponga este estante en  esta esquina ? 
	Do you want me that to put this shelf in this corner ?

	u:  utt14
	Task
	
	Answer(utt13),

Agreement = Accept
	Sí
	Yes

	s:  utt15
	Task
	influence-on-speaker = Commit
	Understanding = Ack(utt14),

Agreement = Accept
	Ok
	Ok


Table 1. The DAMSL annotation scheme

The first speech act in this fragment (utt11) is an imperative. As often happens in spontaneous speech the speaker hesitates and makes a correction fixing the communicative structure. The immediate answer (utt12) acknowledges the previous utterance; however, there it is not clear whether the system s agrees to carry on the action stated by the user u, or it simply understands the speech act as a direct question and answers in a positive way (i.e. that it can satisfy the user’s request!). For this reason, the accept tag is suffixed with a question mark. The following intervention of s (utt13) consists in a question to clarify the ambiguity. It also commits the user to produce an explicit answer immediately, which he or she does through utt14. The system acknowledges the agreement through utt15 and commits to perform the action.

2.2 Conversational contribution and contribution-types

Following [Clark & Schaefer, 89] we suggest to extend DAMSL with the notion of contribution. A contribution implicates that a common belief between the conversational participants has been established. This can be thought of in two steps: the contribution presentation and the contribution acceptance. In the presentation a proposition is expressed by one of the conversational participants; in the acceptance step the addressee acknowledges the message and provides evidence that he or she has grasped its propositional or semantic content. A common belief is established when both the presentation and acceptance are successfully accomplished. As a consequence, a contribution requires at least two interventions, but it might require a large number of interventions in some situations.

A contribution might not be limited to establish a mutual belief. In case of directives, for instance, once a message has been presented and accepted the presenter expects an action performed by the addressee. In other words, this first contribution (presentation and acceptance of the directive) is in turn a presentation phase of a larger contribution focused on the current graphical action. We can assume, for the purpose of our simple design domain, that such kind of actions are determined or specified once the contribution presentation has been successfully accomplished and the action performance can be considered a part of the contribution acceptance. It might be required to invoke a planning or problem-solving process to accomplish such actions, but what is important for our purpose is that when the contribution presentation is accomplished the corresponding action, if any, can be performed by a well-defined process. Then, in a simple conversational model, a conversation can be thought of as a sequence of contributions oriented towards an action performance. The standard contribution is established in two steps. In the first step, one or several sub-contributions are fully oriented to determine the action to be performed. In the second, several sub-contributions are oriented towards performing and evaluating the action.

Instances of contributions can be abstracted as contribution-types. As dialogue segments have particular generic purposes, as well as ways of achieve them, they recur during conversations as modular prototypical conversational segments. Although on the surface these might be different, the particular goals and methods can be abstracted as parameters. The objects produced out of this abstraction process will be regarded as contribution-types. The abstraction process for a particular domain must enumerate the possible values that such parameters can take. With these definitions on hand, what is essential to implement a conversational system is to have a characterization of all contribution-types that occur in a task-oriented dialogue in a particular application domain. The purpose of the task-analysis is to identify this set out of the corpus. 
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Figure 1. Contributions sequence.

The task-oriented contribution-types for the kitchen design domain dialogues are bring, rearrange, erase and end. Figure 1 shows a simplified kitchen design dialogue model where each arc represents a contribution-type. 
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Figure 2. Rearrange-presentation phase 


Figure 3. Rearrange-acceptance phase

Figure 2 shows the presentation phase of the Rearrange contribution. During the presentation both participants come to an agreement about the object to be placed and its new position. Shadowed circles represent states in which the human-user has the initiative while white circles represent system’s turns. The Rearrange contribution acceptance phase is shown in Figure 3 where both participants agree on the graphical resulting state. Figures 2 and 3 also illustrate the notion of contribution-types for the dialogue in Table 2. The path followed by the automaton for this dialogue is shown with the utterance identifiers.

3 Multimodal Annotation Scheme

The extension to DAMSL consists of a table, which has entries for utterance identifiers, annotation labels, interventions and their referents (see Table 2). Deictic expressions within interventions are highlighted and the corresponding pointing gestures are labeled as demonstrative events. These are identified as “evX.Y.Dd”, where X is the utterance in which the demonstration is made, Y is the number of demonstration in the utterance, and D indicates whether the gesture has been made on the 2-D or 3-D window of the multimodal interface. Table 2 has also a column in which the referent for every spatial demonstration is explicitly stated. Intuitively, the referent of a highlighted term is an individual that can be identified in the region pointed out in the graphical domain, taking into account the conceptual constraints imposed by the linguistic term. Here, we would like to claim that the main contribution of multimodality to the communication process is that indexical references are available directly and no complex inferences are involved for the resolution of these terms. Multimodality provides for an effective communication process. We also note that for the construction of a multimodal conversational system an algorithm for correlating linguistic terms with the graphical referents in the graphical context in a very effective way must be available. An algorithm for such a purpose is described in [Pineda & Garza, 00]. 

	
	Information level/

Forward function/

Backward function
	Interventions
	Translation
	Referents

	u:  utt11


	Task / 

Influence-on-listener = Action-directive /

(
	Puedes poner este <sil> 

este estante (ev11.1.3d)

lo puedes poner eh también en 

esta pared (ev11.2.2d)

pero o se[a] más o menos a 

esta altura (ev11.3.3d)

en 

la pared de este lado (ev11.4.3d)

e-en 

la pared del fondo (ev11.5.2d)
	Can you put this <sil> 

this shelf (ev11.1.3d) 

can you put it erm also on 

this wall (ev11.2.2d) 

but I mean more or less at 

this high (ev11.3.3d)

on 

the wall of this side (ev11.4.3d) 

on 

the back-wall. (ev11.5.2d)
	furn.2 

wall.3 

region.1

wall.3

wall.3

	s:  utt12
	Task /

( /

understanding = Ack(utt11), agreement=Accept?
	Ok


	Ok
	

	s: utt13
	Task /

Info-request=yes,

influence-on-speaker = Offer /

(
	¿quieres que ponga 

este estante (ev13.1.3d)

en

esta esquina (ev13.2.2d)? 
	Do you want me that to put 

this shelf (ev13.1.3d)

in 

this corner (ev13.2.2d)?
	furn.2

region.2

	u:  utt14
	Task /

( /

Answer(utt13),

Agreement=Accept
	Sí
	Yes
	 

	s:  utt15
	Task /

influence-on-speaker=Commit /

understanding = Ack(utt14),

agreement=Accept
	Ok
	Ok
	

	s:  utt16
	Task /

( /

information-relations = Action-accomplishment(utt11) 
	<conjunto de acciones para colocar el estante>
	<sequence of actions to put the shelf>
	move( furn.2, region.2 )

	s:  utt17
	Task /

Info-request=yes /

(
	¿ Así está bien ?
	Is that all right ?
	

	u:  utt18
	Task /

Answer(utt17) /

agreement=Accept
	Sí, así esta bien
	Yes, that's fine
	


Table 2. Multimodal annotation 

Many of the references in utt11 to utt18 are supported by overt demonstrations, which provide directly referents from the graphical domain. It can also be noticed that several demonstrations can occur within a single utterance. To capture this information we include in the annotation scheme a representation of the context as shown in Table 3, where the information that can be accessed by visual perception and sets the context for the dialogue is specified. Spatial demonstrative expressions refer always to these objects. Whenever a new object is introduced during the dialog, a new entry is added to the context by entering the demonstrative event identifier and the object.

	Introduction
	Referents

	Initial Context
	wall.1 = left wall

wall.2 = right wall

wall.3 = back wall

window.1 = back window

...

furn.1 = stove 

furn.2 = shelf

furn.3 = refrigerator

...

	ev11.3.3d
	region.1 = medium height wall.1



	ev13.2.2d
	region.2 = corner wall.1 & wall.3 




Table 3. The graphical context.

Tables 2 shows a fragment of an annotated dialogue of a Rearrange contribution type and Table 3 shows the corresponding context. During the presentation phase (utt11-14) a graphical action and its corresponding referents are explicitly identified. The purpose of the fragment is to reach an agreement as shown in utt14. During the acceptance phase (utt15-18) a graphical action is performed and an evaluation of the new graphical state is requested. Note that in order to achieve this action successfully all graphical referents involved, as well as their desired graphical properties, must be unambiguously determined. The phase is finished with an explicit agreement in utt18. The graphical events associated to the dialogue are illustrated in Figure 4.

Figure 4. Gestures and graphical 2-D and 3-D scenes

4 Conclusions

In this paper we present two extensions to DAMSL scheme that allow us to label utterances in multimodal contexts. The first extension is based on the idea of contribution proposed by [Clark & Schaefer, 89] such that task-oriented dialogues can be modeled as contribution sequences. It is shown how contributions can be modeled as simple finite state machines. The second extension consists on the definition a structure where the contextual information useful for the interpretation of spatial deixis is recorded. This extension is based on the intuition that multimodal information supports effective communication by providing referents directly from the context, as discussed in [Pineda & Garza, 00]. Currently, the present scheme is used to annotate a corpus consisting of about 30 dialogues in the kitchen design domain with promising results. These dialogues were collected through a Wizard of Experiment which is described as an appendix.
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APPENDIX

Data Collection Experiments and Corpus 

Construction

In this appendix the data collection process that has been carried on in the context of DIME is presented. For this purpose a so-called Wizard of Oz study was used. Generally, Wizard of Oz experiments consist of a person (the wizard) playing the role of a system, and different persons (the subjects), one at a time, are asked to solve a task or set of tasks in the domain of interest with the help of the wizard. The actual physical and logical settings vary depending on the applications and the focus of the study. Particularly, our experimental setting is aimed to obtain dialogues in Mexican Spanish where the system and a user collaborate to design a kitchen. In such dialogues either participant can refer to objects through a graphical user interface (GUI) and reason about them and its geometric  form or functional relations. 

The Wizard of Oz experiment

The experiments below were designed through a pilot-test process and bibliographic review [Dahlbäck et al, 93, Bernsen et al, 98]. There were six major issues considered for designing and running the experiments: 

1. Domain Application. One of the main reasons for choosing kitchen design tasks versus other design tasks was that this domain application is widely shared for most humans; most people know how a kitchen looks like. More specifically, kitchen furniture and its distribution within a room is common knowledge. However there is a list of constrains in kitchen design that are best known by experts, therefore there is an actual need for an assistant when designing a kitchen.

2. Task Complexity. There is a tradeoff that has to be considered for the experiment and the prototype system under construction. On the one hand the task has to be complex enough so there the need for assistance and the data collected is rich, but on the other, it should not be excessively complicated in a way that no solution can be found and subjects would loose interest on the problem and its solution.

3. Interlocutor Adaptation. People adjust its behavior to interlocutors when talking, and their they behave differently when they talk to other people than in a computer interactive setting. For example, in normal conversation, people tend to use very polite expressions (e.g. please, could you..., do you think..., etc.), or indirect questions, as opposed to the expressions employed when talking to a computer system (for example dialogs with robots, where people give orders and make direct questions). Therefore in our experimental setting subjects could not see the person playing the role of the system; subjects who did not know the Wizard were also preferred to.

4. System Acquaintance. To prevent subjects from adapting its language to the system’s linguistic behavior, no subject could participate in more than one Wizard of Oz experiment.

5. Wizard Behavior. The wizard has to behave as if it is an actual computer system (i.e. it replies fast, does not have errors, spells in a particular way, etc). The wizard has to reply as soon as possible, do not make mistakes and sound impersonal. It must be said that this was not easy for the person impersonating the system. 

6. Subjects Behavior Conditioning. People unconsciously imitate others in order to succeed in solving a task; in fact, instead or providing subjects with a manual, a demonstration session was run before the experiment. This, however, had the effect of conditioning the subjects’ behavior and it is still a matter of study if the conditioning was too strong.

The Task

Each session consisted of an explanation of the system to the subject, a demonstration of the system, and the solution of two tasks through a goal-oriented conversation. The first task was very simple and had the purpose to familiarize the user with the experimental setting; the second one as a more complex design problem. The dialogues discussed below in this paper are the result of these experiments; there were 15 experiments run with 15 different persons aged 30 on average, most of them were computer science related people.

The Interaction Model

A set of guidelines were given to the wizard who was instructed to follow them as closely as possible; these are as follows:

1. To start a session there is a start window with a start button, when this is pressed a spoken introduction to the system is given.

2. The system has a GUI with three windows as shown in Figures 1 and 2 above in this paper. In one window a directory of furniture is presented to the user. In the second and third windows a 2D and a 3D views of the kitchen are respectively shown.

3. Modification in either of the 2D or 3D window are automatically displayed on the other.

4. The system and the user can browse the object’s directory, choose any object, and place it on either view. 

5. The system and the user can rotate, move and delete objects from the views.

6. System and user communicate through spoken language and can make references to objects and areas on the screen. The system understands request from the user via the spoken and deictic facilities of the GUI.

7. The system cannot interrupt the user when he or she is speaking.

8. The system cannot infer more than what is obviously said.

9. The system cannot understand too long, complicated and unclear sentences.

10. If there is room for ambiguity on a user’s request the system has to go into a clarifying dialogue.

11. Apart from 7-10 the system has to observe the interaction guidelines stated in  [Bernsen et al, 98].

12. The system should let know the user when it is working via a “system busy” window. When this window is active no action on the user’s side can be performed nor any user’s statement can be listened by the system.

13. The system can help the user to:

· show the directory of a specified sort of objects, i.e. stoves, chairs, tables, etc.

· take an object from the directory and place it on a view window

· move an object around the room on a view window

· rotate the 3D view clockwise or counterclockwise.

Active behavior by the system is prompted when the user brakes one of the following kitchen design rules, which are interpreted as design constraints:

· Rule 1. At least there is a working triangle (formed by a preparation area, a cleaning area and a storing area)

· Rule 2. No edge of the working triangle is less than 1.2 m. nor grater than 2.7 m

· Rule 3. In case there is an island or peninsula, they should not interfere with the working triangle.

· Rule 4. There should be a working surface (counter space provided by cabinets) between two main appliances. 

· Rule 5. Passageways should be at least 1.20 m wide.

· Rule 6. Do not interrupt a sequence of oven, sink and its respective countertops with high cabinets or a refrigerator.

· Rule 7. Never put a one door refrigerator between two countertops.

· Rule 8. There should be a countertop next to the side where the refrigerator opens or no further than 1.20 m from it.

· Rule 9. There should be a working countertop no further than 1.20 m from the stove.

· Rule 10. There should be a working countertop next to the sink.

· Rule 11. The sink should not be in a corner of the room. It should be at least 40 cm from the corner.

· Rule 12. The dishwasher should be within 1 m of a sink.

· Rule 13. Behind a seated dinner there should be at least 60 cm.

In addition the following conversation conventions are reinforced:

1. The system should warn the user when a particular object does not fit into a user specified position.

2. A click on an object would be considered topic of the conversation. Positioning the cursor over an object would do the same job.

3. A circling cursor movement refers to the area or the region acted upon that the current statement.

4. To finish a session the user tells the system the kitchen is complete and that there are no kitchen design rules broken.

The Physical and logical Setting

For interlocutor adaptation reasons we would like to isolate the user from the wizard in such a way that we can have impersonal dialogues in which there is a good effort in trying to explain only with words and deictic gestures an idea to the system. In order to do this we designed and conditioned a data collection laboratory. Its layout is shown below in Figure A1. The Laboratory consists of two attached rooms, the subject’s room and the wizard’s room. On the subjects’ room there is a computer screen that shares the image with the computer screen on the wizard’s side, two speakers where the subject can listen to the wizard, a microphone to talk to the system and a mouse to act over the screen and signal objects and regions. On the wizard’s room there are the same objects for the same communicative purposes, besides there is a switch to inhibit mouse incoming signals from the user so this cannot interrupt when the system is working. There is also a multiplexer to share the same video signal between the two participants. There is another computer (CPU2) where the voice of the wizard is being recorded, while the voice of the subject and the graphical interaction of both system and user is recorded on CPU1. The graphical user interface is a commercial software [Alpha, 94] that provides us with the features specified on the Interaction Model. It lacked of a “start window” and a “system is busy window”, we programmed these two on visual basic. To record the voices we used Wave Studio by Creative [Creative, 99] and to record the video of each session we used HyperCam by Hyperionics [Hyperionics, 99].




Figure A1. Physical setting

Figure A2 illustrates the process by which we synchronized the common video file with the sound files from the wizard and the user.



Figure A2. Logical setting
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